Camera-free three-dimensional dual photography
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Abstract: We report camera-free three-dimensional (3D) dual photography. Inspired by the linkage between fringe projection profilometry (FPP) and dual photography, we propose to implement coordinate mapping to simultaneously sense the direct component of the light transport matrix and the surface profiles of 3D objects. By exploiting Helmholtz reciprocity, dual photography and scene relighting can thus be performed on 3D images. To verify the proposed imaging method, we have developed a single-pixel imaging system based on two digital micromirror devices (DMDs). Binary cyclic S-matrix patterns and binary sinusoidal fringe patterns are loaded on each DMD for scene encoding and virtual fringe projection, respectively. Using this system, we have demonstrated viewing and relighting 3D images at user-selectable perspectives. Our work extends the conceptual scope and the imaging capability of dual photography.
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1. Introduction

Dual photography is a computational imaging technique that measures the light transport matrix (LTM) to synthesize images of scenes from the perspectives of non-imaging devices [1]. This technique is built upon the principle of Helmholtz reciprocity [2], which indicates that the directions of rays are irrelevant for measuring the transport of light energy between two points. Thus, it is possible to establish a radiometric equivalence of light transport under the interchange of light sources and detectors [3]. As an embodiment of Helmholtz reciprocity in optical imaging, dual photography uses images taken from the camera’s perspective (defined as primal images) to synthesize images as if viewed from the projector’s perspective (defined as dual images). As an imaging-based paradigm, dual photography can be performed without the knowledge of scene geometry and without calibration to model the projective behavior of the camera and projector. Because of these advantages, it has contributed to various areas of study, including computer graphics [4], lensless imaging [5], non-line-of-sight imaging [6], and ghost imaging [7]. As a universal platform, the concept of dual photography can be readily integrated with many imaging modalities, including spectroscopy [8,9], profilometry [10–14], and plenoptic imaging [15].

Among existing techniques, dual photography implemented with single-pixel imaging (SPI) has received considerable attention in recent years [1,8,16,17]. In SPI systems, spatial light modulators are used to either actively encode the illumination to a scene or passively modulate the image of the scene with time-varying patterns. Synchronized with spatial light modulators, a detector without spatial resolution measures the integrated light intensity received from the pattern-encoded scene [18–23]. SPI offers a competitive edge over conventional photography in system cost, detection sensitivity, and responsive spectrum [24,25]. Most importantly, the capability of patterned illumination enables SPI to flexibly implement various encoding schemes—including raster scanning and compressed sensing—to fast and accurately measure the LTM. Despite these advances, many aspects of SPI-based dual photography are less explored. For example, although routinely performed on three-dimensional (3D) objects, dual photography...
has not been performed on 3D images. In addition, scene relighting is provided merely from primal and dual perspectives. Finally, previous dual photography work has been dominated by the use of commercial projectors, which have to produce grayscale patterns via weighted temporal integration [26]. The resulting dark noise and digitization error [27] limit the performance of SPI-based dual photography systems.

2. Methods

2.1. Linkage of light transport matrix (LTM) to fringe projection profilometry (FPP)

To overcome these limitations, in this paper, we report camera-free 3D dual photography implemented in an SPI platform. Our method is inspired by observing the analogy between the functionality of the LTM and the operating principle of fringe projection profilometry (FPP) [28]. An LTM associates the illumination from each projector’s pixel to corresponding camera pixels. Each LTM’s element, determined by the properties of the scene geometry, is determined by using imaging-based methods, such as raster scanning of a single illuminating pixel while measuring the intensity of responsive camera pixels [29]. The LTM is comprised of columns that represent vectorized images of the impulse scattering response of the scene. The information recorded by the LTM can be divided into a direct component (which accounts for light paths that experience only one interaction with the scene) and a global component (which accounts for all other paths reaching the camera) [30]. Since the former considers light that reflects/scatters from a single point in the scene, the direct component of the LTM obeys epipolar geometry and can serve as the basis for building a two-dimensional (2D) pixel-to-pixel mapping between the projector and camera.

A 2D pixel-to-pixel mapping can also be recorded by structured light methods in a projector-camera system. For example, in the context of projector calibration used in FPP [31], sinusoidal fringe patterns are used to associate phase-encoded projector coordinates with camera pixels of an image of a flat calibration grid. After the measurement of phase values \( \varphi_h(u, v) \) and \( \varphi_v(u, v) \) by the projection of horizontal and vertical fringe patterns, each camera pixel \((u, v)\) is linked with their corresponding projector pixel \((u', v')\) without the knowledge of calibration parameters of either device (Fig. 1).

These results indicate that the 2D pixel correspondence established by the FPP method can equivalently represent the direct component of the LTM. Thus, a dual image with sub-pixel precision can be synthesized via pixel-wise transformation and subsequent grid interpolation of camera pixels in the coordinate space of the projector. Moreover, hypothetical illumination conditions from perspectives of either the camera or the projector can be synthesized by adjusting transform-associated camera pixel values based on their coordinates before interpolation.

Besides elucidating the 2D pixel-to-pixel relationship between the camera and the projector, the FPP-based method also describes the projective relationship of a 3D point \((x, y, z)\) onto the camera pixel \((u, v)\) and the projector pixel \((u', v')\) by using the projective model of a pinhole camera [32], expressed by

\[
\rho_0[u', v', 1]^T = A_0[x, y, z, 1]^T \quad \text{and} \quad \rho_1[u, v, 1]^T = A_1[x, y, z, 1]^T, \tag{1}
\]

where \(A_0\) and \(A_1\) are matrices that characterize the projective behavior of the projector and the camera, which are available after the FPP-based system calibration [33,34]. \(\rho_0\) and \(\rho_1\) are arbitrary scalar factors for the numerical extraction of \((u', v')\) and \((u, v)\). Geometrically, prior knowledge of coordinates \((u, v)\) together with the recovery of a horizontal projector coordinate \(u'\) determine a ray and a plane that emanate from the camera and projector, respectively. The intersection of this ray and the plane determines the recovery of a 3D coordinate (Fig. 1). Mathematically, knowledge of the coordinate set \((u, v, u')\) together with camera modeling in Eq. (1) is sufficient for establishing three linearly independent equations that recover \((x, y, z)\).
Thus, simultaneous LTM detection and 3D imaging provided by the FPP-based method should allow performing dual photography and scene relighting on 3D images.

2.2. System

To verify the proposed imaging method, we have developed a single-pixel three-dimensional dual photography (STDP) system consisting of an illumination module and a collection module (Fig. 2). In the illumination module, a continuous-wave laser (CNI Lasers MRL-III-671) is the light source. Following beam expansion and collimation (via lenses L1 through L4), mirrors M1 and M2 steer the beam onto a 0.45” digital micromirror device (DMD 1, Ajile Light Industries AJD-4500), from which the diffraction order with the maximum efficiency is selected by an iris placed on the Fourier plane of a 4f imaging system consisting of lenses L5 and L6. The image of DMD 1, formed at the intermediate image plane, is projected by a projection lens PL (Nikon AF-P DX NIKKOR 18-55mm f/3.5-5.6) onto a 3D object.

The light scattered from the 3D object enters the collection module. The light is collected by a collection lens CL (Opteka 85mm f/1.8). The formed image is relayed by lenses L7 and L8 onto another 0.45” digital micromirror device (DMD 2, Ajile Light Industries AJD-4500). A mirror M3 reflects the light modulated by DMD 2 to a condenser lens L9 that focuses the light onto a photodiode (Thorlabs DET100A2). Photocurrent signals, digitized by a data acquisition card (National Instruments PCIe-6321), are transferred to a computer for image processing.
2.3. Data acquisition

Calibration of the STDP system is first carried out using single-pixel imaging to determine the matrices of $A_0$ and $A_1$ in Eq. (1). For the illumination module, calibration imaging is performed by displaying, on DMD 1, a sequence of masking patterns the same as the ones used in data acquisition (to be explained below), together with a fixed all-“on” pattern on DMD 2. Several single-pixel images of a planar calibration object featuring a checkerboard pattern are obtained in this way across various poses. These images, combined with knowledge of the checkerboard pattern dimensions, allows for estimating $A_0$ with appropriate software [34]. The same method is applied to the calibration of the collection module by swapping the displayed patterns on DMD 1 and DMD 2. This procedure produces single-pixel images of the calibration object centered on DMD 2, from which $A_1$ is estimated.

For data acquisition, DMD 1 displays complete sets of binary masking patterns generated by a cyclic S-matrix [35,36], which is known for enhancing the signal-to-noise ratio in SPI reconstruction [37,38]. Generated by the twin-prime construction [39–41], the cyclic S-matrix of size $MN \times MN$ can be obtained for each pair of twin primes $M$ and $N = M + 2$. Denoting the elements of such a matrix by $S = [s_{ji}]$, where $j, i = 0, \ldots, MN - 1$, the first row of this matrix is defined by

$$s_{0i} = \begin{cases} 0 & \text{if } [f(i) - g(i)]g(i) = 0 \\ +1 & \text{otherwise} \end{cases},$$ (2)
where functions \( f(i) \) and \( g(i) \) are defined by

\[
\begin{aligned}
f(i) &= \begin{cases} 
  +1 & \text{if } i \text{ is a quadratic residue (mod } M) \\
  0 & \text{if } i \equiv 0 \text{ mod } M \\
  -1 & \text{otherwise}
\end{cases} \\
g(i) &= \begin{cases} 
  +1 & \text{if } i \text{ is a quadratic residue (mod } N) \\
  0 & \text{if } i \equiv 0 \text{ mod } N \\
  -1 & \text{otherwise}
\end{cases}
\end{aligned}
\]

(3)

Each subsequent row is then derived from the previous row by the element-wise left circular shifting of the initial row. In our experiments, each row was reshaped to a 2D binary masking pattern, \( e_j(u, v) \), with \( M \times N \) encoding pixels in size. For our experiments, we chose \( M = 137 \) and \( N = 139 \), which generated a total of \( MN = 19043 \) binary masking patterns. Each encoding pixel had a size of approximately 2.5 mm \( \times \) 2.5 mm at the object plane. DMD 1 operated at 250 Hz. Photodiode signals were digitally acquired at the same rate. Thus, the acquisition time of each single-pixel image was 77 seconds.

In the collection module, a total of six sinusoidal fringe patterns are displayed on DMD 2 for virtual fringe projection [42,43]. They are divided into two groups. The first three patterns have horizontal fringes with a period of \( \lambda_h = 864 \) \( \mu \text{m} \). The second group have vertical fringes with an equal period \( \lambda_v = 864 \) \( \mu \text{m} \). These grayscale sinusoidal fringes are converted into binary patterns for DMD 2 using an error diffusion algorithm [44] (see the inset in Fig. 2). Because each encoding pixel in the masking patterns, when imaged onto DMD 2, occupies an array of micromirrors, the high-spatial-frequency noise carried by these binary sinusoidal patterns is filtered. Therefore, the original grayscale sinusoidal fringes are virtually projected to the 3D object. As a result, a representative signal \( c_{jk} \) measured by the photodiode during display of masking pattern \( j \) and fringe pattern \( k \) can be expressed by

\[
c_{jk} = \sum_{u,v} e_j(u, v)p_k(u, v).
\]

(4)

Here, \( p_k \), representing the fringe images produced by the virtual fringe projection, is expressed by

\[
p_k(u, v) = I_m(u, v) + I_{va}(u, v)\cos[\varphi_d(u, v) - 2\pi k/3],
\]

(5)

where \( k = 0, \ldots, 5 \). \( I_m(u, v) \) and \( I_{va}(u, v) \) represent the mean intensity and intensity variation, respectively. \( \varphi_d(u, v) \) is written as \( \varphi_v(u, v) \) for \( k = 0, 1, 2 \) and \( \varphi_h(u, v) \) for \( k = 3, 4, 5 \), which represent depth-indicated phases for vertical and horizontal fringes, respectively. The sinusoidal fringe patterns, sequentially displayed on DMD 2, remain unchanged during the projection of the cyclic pattern sequence of DMD 1. As an example, the signal trace for a specific fringe pattern is shown in Fig. 3(a).

Besides these fringe patterns, two additional projector patterns consisting of a single narrow stripe with either vertical or horizontal orientation are used to illuminate subsets of camera pixels, denoted by \( P_v \) and \( P_h \). These patterns also associate the datum coordinates \( u_0' \) and \( v_0' \), chosen as the center of vertical and horizontal coordinates of the projector.

### 2.4. Image reconstruction

The image reconstruction starts by recovering the vectorized fringe image \( p_k \) by

\[
p_k = S^{-1}c_k.
\]

(6)
Fig. 3. Imaging a low-poly sculpture of the Stanford bunny using the STDP system. (a) Signal acquired by the photodiode for a fringe image. (b) A reconstructed fringe image of the object. (c) World coordinate system containing point cloud data of the object. (d) A recovered 3D image.

Here, $c_k$ represents the photodiode measurements for the $k^{th}$ fringe pattern in a vectorized form. The inverse of the cyclic S-matrix is given by

$$S^{-1} = \frac{2(2S - J)}{(MN + 1)}$$

where $J$ is an all-ones matrix of size $MN \times MN$. $p_k$ is then reshaped to a 2D fringe image with $M \times N$ in size, and an example is shown in Fig. 3(b). Then, the wrapped phases associated with the vertical and horizontal fringe patterns are recovered by

$$\tilde{\varphi}_h(u, v) = \tan^{-1} \left( \frac{\sum_{k=0}^{2} p_k(u, v) \sin(2\pi k/3)}{\sum_{k=0}^{2} p_k(u, v) \cos(2\pi k/3)} \right)$$

and

$$\tilde{\varphi}_v(u, v) = \tan^{-1} \left( \frac{\sum_{k=3}^{5} p_k(u, v) \sin(2\pi k/3)}{\sum_{k=3}^{5} p_k(u, v) \cos(2\pi k/3)} \right).$$

Using the quadrant sensitive inverse tangent function, the computed values from Eq. (7) are wrapped in the interval $(-\pi, \pi]$. Consequently, a procedure based on the discrete cosine transformation is used for the weighted phase unwrapping \cite{45,46} to obtain non-discontinuous phase values from which projector coordinates can be recovered. In addition, based on the single stripe patterns, averages of $\tilde{\varphi}_v(u, v)$ and $\tilde{\varphi}_h(u, v)$ taken over the pixel sets $P_v$ and $P_h$ are computed...
were determined to be 2.98 mm. To calculate the depth resolution, we analyzed the variation in the averaged full-width at half-maximum of the LSFs in the horizontal and vertical directions, yielding the line spread functions (LSFs). The spatial resolutions of the STDP system, defined by the averaged full-width at half-maximum of the LSFs in the horizontal and vertical directions, were determined to be 2.98 mm. To calculate the depth resolution, we analyzed the variation in the point-cloud geometry observed for a tilted white planar target with no pattern. The standard deviation of measured depth over an area of 14 cm × 17 cm was calculated as the system’s noise level. The depth resolution, defined as twice the system’s noise level [26], was quantified to be 2.59 mm.

2.5. Dual photography and scene relighting

Because the cyclic-S-matrix-based masking patterns actively illuminate the 3D object, the reconstructed primal images take the perspective of the illumination module. Accordingly, the dual view is defined from the direction of the collection module. The STDP system allows two methods for dual photography and scene relighting. First, the obtained 2D-to-2D [i.e., (u, v)-to-(u′, v′)] coordinate mapping allows generating 2D dual images with scene relighting akin to previous dual photography methods. In particular, from the primal image pixels (u, v) with intensities \( I(u, v) \) and an optional relighting function \( r(u, v) \), an intensity \( I'_v(u', v') = I(u, v)r(u, v) \) can be defined on the points \( (u', v') \), from which the 2D dual image and 2D relit dual image can be obtained via interpolation. Moreover, using additional 3D-to-2D [i.e., \((x, y, z)\)-to-(u, v) and \((x, y, z)\)-to-(u′, v′)] coordinate mappings with known calibrations, 3D dual images with scene relighting can be generated by projecting recovered point data \((x, y, z)\) and associated intensity values \( I(x, y, z) \). For any choice of suitable matrices \( A_{vp} \) (“vp” stands for “virtual projector”) and \( A_{vc} \) (“vc” stands for “virtual camera”), the projective relationship, \( \rho_{vp}[u', v', 1]^T = A_{vp}[x, y, z, 1]^T \) and \( \rho_{vc}[u, v, 1]^T = A_{vc}[x, y, z, 1]^T \), can be used to synthesize images centered on the matrix \( A_{vc} \) with optional relighting \( r(u, v) \) from the projective matrix \( A_{vp} \) achieved from interpolation of the scattered data, i.e., \( I'_v(u', v') = I(x, y, z)r(u, v) \). By setting \( A_{vp} = A_0 \) and \( A_{vc} = A_1 \) from the experimental calibration, the 3D-to-2D coordinate mapping performs equivalent dual image synthesis as to the 2D-to-2D coordinate mapping. With the relighting choice \( r(u, v) = 1 \), both methods yield \( I'_v(u', v') = I_v(u, v) \), which is equivalent to the statement of Helmholtz reciprocity. For other choices of \( A_{vc} \) and \( A_{vp} \), in general, the reciprocity principle no longer assures the radiometric accuracy of output images. However, the synthesis of realistic dual imaging and scene relighting can still be achieved from user-selectable perspectives by the 3D-to-2D coordinate mapping.

3. Results

3.1. 3D dual photography

To verify the performance of STDP, we imaged two 3D objects: a tilted plane with a laser hazard symbol and a low-poly sculpture of the Stanford bunny. Figure 4(a) shows the primal images. Synthetic 2D dual images using the 2D-to-2D coordinate mapping are shown in Fig. 4(b). We

\[
\begin{align*}
\Phi &= A_\phi \left[ \varphi(u, v) - \theta_\phi \right] / 2\pi + u_\phi', \quad \text{and} \\
\Psi &= A_\psi \left[ \varphi(u, v) - \theta_\psi \right] / 2\pi + v_\psi'.
\end{align*}
\]
also recovered 3D dual images of each object. As a comparison, the results obtained by using the 3D-to-2D coordinate mapping are shown in Figs. 4(c) and (d). Figure 4(c) was produced by projecting the 3D information to 2D datasets, whose results show good resemblance to Fig. 4(b). Finally, Fig. 4(d) shows dual photography retaining 3D information.

3.2. 3D scene relighting at the primal and dual perspectives

To demonstrate scene relighting using STDP, we digitally illuminated the same objects in Fig. 4 with a relighting pattern consisting of bright circles in a hexagonal arrangement, from both the primal view and the dual view. Figures 5(a) and (b) show results generated by using the 2D-to-2D coordinate mapping. As a comparison, 3D dual images, produced by using the 3D-to-2D coordinate mapping, are shown in Fig. 5(c). We also verified these results experimentally by displaying the relighting pattern on DMD 2 [Fig. 5(d)]. A detailed comparison of a local feature [insets in Fig. 5(d)] demonstrates the feasibility of our method.

3.3. 3D dual photography and scene relighting beyond the primal and dual perspectives

We further explored the imaging capability of STDP to synthesize photography from user-selectable perspectives between the primal and dual perspectives. This capability is demonstrated with a 3D object of a tilted plane with a maple leaf symbol for various choices of $A_{vc}$ and $A_{vp}$ interpolated between the primal and dual view projection matrices (Figs. 6 and 7). In particular, to generate 3D dual imaging with user-selectable perspectives, $A_{vc}$ was interpolated by $A_{vc} = (1 - t)A_0 + tA_1$ for $t$ varying from 0 to 1 (see Visualization 1). Images at five representative views (for $t = 0$, 0.25, 0.50, 0.75, and 1) are shown in Fig. 6. Synthetic images in Fig. 6(a) correspond to uniform relighting [i.e., $r(u, v) = 1$]. In Figs. 6(b) and (c), the same relighting pattern used in Section 3.2 was implemented, with $A_{vp}$ set equal to $A_0$ and $A_1$, respectively. The images corresponding to values of $t = 0$ in Fig. 6(b) and $t = 1$ in Fig. 6(c) indicate $A_{vp} = A_{vc}$, in which case the alignment of views causes the relighting pattern to appear undistorted by
scene geometry. We also demonstrated synthetic relit images for which the perspectives of the relighting pattern were varied as \( A_{vp} = (1 - t)A_0 + tA_1 \) for \( t \) ranging from 0 to 1 (see Visualization 2). Figures 7(a) and 7(b) show five representative images with \( A_{vc} \) fixed at \( A_0 \) and \( A_1 \), respectively. As before, it was noted that the situation \( A_{vc} = A_{vp} \) produced an undistorted relighting pattern for the values of \( t = 0 \) and \( t = 1 \) in Fig. 7(a) and 7(b), respectively.

![Image](image_url)

**Fig. 5.** 3D scene relighting. (a) 2D relit primal and dual images of the laser hazard symbol object and the bunny object synthesized by using the 2D-to-2D coordinate mapping. (b) 3D relit primal and dual images synthesized by using the 3D-to-2D coordinate mapping. (c) As (b), but with depth information displayed. (d) Experimental verification of scene relighting at the primal view. Comparison of a local feature (marked by the yellow dashed boxes) in (a)–(d) are shown in the zoomed views on the top left, top right, bottom left, and bottom right, respectively.
Fig. 6. 3D dual photography (a) and scene relighting (b)-(c) with user-selectable camera views. Each column labels a value of $t$ for which $A_{vc} = (1 - t)A_0 + tA_1$ was chosen to interpolate views between the experimental primal ($t = 0$) and dual ($t = 1$) views. In (a), $r(u, v) = 1$. In (b) and (c), $r(u, v)$ was chosen to be a pattern featuring a hexagonal arrangement of circles, while $A_{vp}$ was set equal to $A_0$ and $A_1$, respectively.

Fig. 7. 3D scene relighting with five user-selectable perspectives of illumination. Each column labels a value of $t$ for which $A_{vp} = (1 - t)A_0 + tA_1$ was chosen to interpolate relighting perspectives between the primal ($t = 0$) and dual ($t = 1$) views. The same relighting pattern used in Fig. 6(b) and (c) was applied to (a) and (b), for which $A_{vc}$ was set equal to $A_0$ and $A_1$, respectively.
4. Discussion and conclusions

We have demonstrated camera-free 3D dual photography. FPP-based 3D-to-2D coordinate matching is used both to sense the direct component of the LTM and to associate 3D coordinates with 2D pixels of the camera and the projector. We have developed the STDP system employing two DMDs for both active illumination and virtual fringe projection on an SPI platform. The STDP system has enabled dual photography and scene relighting on 3D images. It has also extended dual photography and scene relighting to user-selectable perspectives between the primal and dual views.

The STDP system possesses several advantages. First, akin to conventional dual photography techniques, the synthesis of 2D dual images in STDP can be achieved without the knowledge of scene geometry, camera/projector parameters, and surface properties. Moreover, STDP extends the performance of dual photography on 3D images. Finally, binary patterns are displayed on both DMDs employed in the STDP system, and grayscale fringe patterns are virtually projected to the 3D objects. These features assure the accuracy in 3D surface profilometry with high pattern stability by avoiding dark noise and digitization error.

The spatial resolution of the STDP system is mainly limited by two factors. First, the number of encoding pixels in each masking pattern sets the upper bound of the spatial resolution. Nonetheless, these masking patterns must be projected with high fidelity. Thus, the number of encoding pixels is ultimately limited by the pixel count of DMD and the optical bandwidth of the illumination module. Second, the photodiode needs to resolve a varying signal across the used masking patterns. As the size of the encoding pixels is decreased, the magnitude of the difference in photodiode signals for displayed masking patterns will diminish. Thus, the signal-to-noise ratio of the photodiode practically limits the spatial resolution of the STDP system.

The future work will focus on further enhancing the imaging capability of the STDP system for new applications. The use of a laser and a photodiode with each DMD, together with Helmholtz reciprocity, makes the STDP system functionally symmetric. This structure allows flexibly implementing many widely adapted algorithms, including ones used in compressed sensing [47–50] and non-line-of-sight imaging [21,51,52], to improve the imaging speed and to measure the global components of the LTM. Meanwhile, by exploiting the advantages of photodiodes in their high sensitivities and broad responsive spectra [53,54], the STDP system may open new opportunities in few-photon imaging and infrared 3D dual photography, which could facilitate multi-spectral photorealism in computer graphics [1,8]. Furthermore, the use of multiple collection modules could also generalize our experiment while reducing 3D occlusion and enhancing resolutions. STDP is an attractive technique when side-view imaging is exclusively allowed. The possible scenarios include in-situ and undisturbed imaging of animals in their natural habitats (e.g., in cracks at a corner of a stone) [55]. It will also create new FPP-based applications for computer graphics and entertainment. All of these directions are promising research topics in the future.
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